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ABSTRACT

Motivated by challenging mission scenarios, this papeklesthe problem of multi-Unmanned Aerial Vehicle
(UAV) cooperative control in the presence of time-varyiognmunication networks. Specifically, we address
the problem of steering a fleet of UAVs along given paths (fwdlibwing) so as to meet spatial and/or temporal
constraints. One possible scenario is the situation whefleet of vehicles is tasked to execute collision-free
maneuvers under strict spatial constraints and arrive airtlinal destinations at exactly the same time. The
paper builds on previous work by the authors on coordinatatth fiollowing and extends it to allow for time-
varying communication topologies.

Path following control in 3D builds on a nonlinear controtategy that is first derived at the kinematic level
(outer-loop control). This is followed by the design ofanadaptive output feedback control law that effectively
augments an existing autopilot and yields an inner-outeploontrol structure with guaranteed performance.
Multiple vehicle time-critical coordination is achieved bnforcing temporal constraints on the speed profiles
of the vehicles along their paths in response to informagwchanged over a dynamic communication network.
We address explicitly the situation where each vehiclesimaits its coordination state to only a subset of the
other vehicles, as determined by the communications tggadopted. Further, we consider the case where
the communication graph that captures the underlying comaation network topology may be disconnected
during some interval of time (or may even fail to be conneeteany instant of time) and provide conditions
under which the complete coordinated path following clelegh system is stable. Hardware-in-the-Loop
(HITL) simulation results demonstrate the benefits of theeldged algorithms.

1.0 INTRODUCTION

Unmanned Aerial Vehicles (UAVs) are becoming ubiquitoud play an increasingly important role in military
reconnaissance and strike operations, border patrol onissforest fire detection, police surveillance, and
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recovery operations, to name but a few. In simple applioati@a single autonomous vehicle can be managed
by a crew using a ground station provided by the vehicle netufer. The execution of more challenging
missions, however, requires the use of multiple vehiclesking in cooperation to achieve a common objective.
Representative examples of cooperative mission sceramosequential auto-landing and coordinated ground
target suppression for multiple UAVs. The first refers todfieation where a fleet of UAVs must break up and
arrive at the assigned glideslope point, separated bypweifsed safe-guarding time-intervals. In the case of
ground target suppression, a formation of UAVs must agagakup and execute a coordinated maneuver to
arrive at a predefined position over the target at the sanme tim

In both cases, no absolute temporal constraints are giveriori - a critical point that needs to be em-
phasized. Furthermore, the vehicles must execute margeunvelose proximity to each other. In addition, as
pointed out in Refs.], 2], the flow of information among vehicles may be severelyrietgtd, either for security
reasons or because of tight bandwidth limitations. As aegmsnce, no vehicle will be able to communicate
with the entire formation and the inter-vehicle commuri@anetwork may change over time. Under these cir-
cumstances, it is important to develop coordinated mot@nirol strategies that can yield robust performance
in the presence of time varying communication networksiragif'om communication failures and switching
communication topologies.

Motivated by these and similar problems, over the past feavs/there has been increasing interest in the
study of multi-agent system networks with application t@ierering and science problems. The range of
topics addressed include parallel computi8fy $ynchronization of oscillatorgl], study of collective behavior
and flocking p], multi-system consensus mechanisr multi-vehicle system formations/], coordinated
motion control B], asynchronous protocol€], dynamic graphslQ], stochastic graphslp-12], and graph-
related theory 2, 13]. Especially relevant are the applications of the theoryetigped in the area of multi-
vehicle formation control: spacecraft formation flyirbd], unmanned aerial vehicle (UAV) contral$, 16],
coordinated control of land robot8][ and control of multiple autonomous underwater vehichdg\(s) [17, 18]

. In spite of significant progress in these challenging aneash work remains to be done to develop strategies
capable of yielding robust performance of a fleet of vehiatethe presence of complex vehicle dynamics,
communication constraints, and partial vehicle failures.

In Ref. [19], a general framework for the problem of coordinated cdnmdfomultiple autonomous vehi-
cles that must operate under strict spatial and temporaticonts was presented. The framework proposed
borrows from multiple disciplines and integrates algarmihfor path generation, path following, time-critical
coordination, and’; adaptive control theory for fast and robust adaptation. eTiogy, these techniques vyield
control laws that meet strict performance requirementfénpresence of modeling uncertainties and environ-
mental disturbances. The methodology proposed in R&f.i$ exemplified for the case of UAVs and unfolds
in three basic steps. First, given a multiple vehicle tasdeteof feasible trajectories is generated for all UAVs
using an expedite method that takes explicitly into accolatinitial and final boundary conditions, a general
performance criterion to be optimized, the simplified UAhdynics, and safety rules for collision avoidance.
The second step consists of making each vehicle follow #igasd path while tracking a desired speed profile.
Path following control design is first done at a kinematiceleleading to an outer-loop controller that gener-
ates pitch and yaw rate commands to an inner-loop contrdllee latter relies on off-the-shelf autopilots for
angular rate command tracking, augmented withCaradaptive output feedback control law that guarantees
stability and performance of the complete system for eatlicleein the presence of modeling uncertainties
and environmental disturbances. Finally, in the third $tepspeed profile of each vehicle is adjusted about the
nominal speed profile derived in the first step to enforce ¢éhgpbral constraints that must be met in real-time
in order to coordinate the entire fleet of UAVSs. In this stéjs assumed that the vehicles exchange information
over a fixed communication network.
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The present paper builds on the work reported in REJ] put departs considerably from it in that it al-
lows for the consideration of time-varying communicatiagtworks. In particular, we address explicitly the
case where the communication graph that captures the ymdpdommunication network topology may be
disconnected during some interval of time or may even fadéaonnected at any instant of time. We show
rigorously that if the desired speed profiles of the vehielesig their paths are constant and the connectivity
of the communication graph satisfies a certain persistehexatation (PE) condition, then the UAVs reach
agreement. HITL simulation results demonstrate the beneffithe developed algorithms.

The paper is organized as follows. Sect® presents a path following algorithm for UAVs in 3D space.
At this stage, path following is done at the kinematic levmltér-loop control). Sectiod.0derives a strategy
for time-coordinated control of multiple UAVs in the presenof time-varying communication topologies that
relies on the adjustment of the desired speed profile of eabithe. Sectiorb.0 describes anC; adaptive
augmentation technique both for path following and timerdowtion that yields an inner-loop control structure
and exploits the availability of off-the-shelf autopilotSectionss.0 and7.0 solve the problem of coordinated
path following taking into account the UAV dynamics. Sent®.0 describes HILT simulation results and
includes a brief description of the hardware used in the gardition. The paper ends with the conclusions in
Section9.0.

20 FEASIBLE PATH GENERATION FOR MULTIPLE AUTONOMOUSVEHICLES

Real-time path generation that explicitly accounts for giheen boundary conditions and the dynamic con-
straints of the vehicle is a critical requirement for theosuaimous vehicles of today. In this section, we describe
an optimization algorithm for path generation that is sléafor real-time computation of feasible paths for
multiple autonomous vehicles that guarantee collisioridare and that can be followed by resorting to the
path following algorithm proposed later in Secti80.

The key idea is to decouple space and time in the problem flation from the beginning. This drastically
reduces the number of optimization parameters and makese#hd¢ime computational requirement easy to
achieve. Intuitively, for example, if one chooses to maleuehicle’s trajectory a function of the path length,
the shape of the trajectory could be changed by increasidgaeasing this total length - a single optimization
parameter. In addition, the vehicle’s velocity and aceatien could be easily computed along this path. If
the path length was too short, vehicle’s velocity and acaéten would exceed the pre-specified bounds, thus
making the trajectories infeasible - impossible for a vighio track given its dynamic constraints. This simple
idea allows for computing feasible trajectories in realdiusing a small number of optimization parameters.

To be more precise, consider a desired trajectory to bexNelidby a single vehicle and denote itfay(r) =
[21(7), z2(7), 23(7)] T, which is parameterized by the virtual arc= [0; /], wherer; is the total virtual arc
length viewed as an optimization parameter. One partionky of representing the coordinates, x-, x3
could be algebraic polynomials of degraeof the formz;(7) = Z]kvzo a7, i = 1,2,3, where the degree
N of the polynomialsz;(7) is determined by the number of boundary conditions that ipesiatisfied. Notice
that these conditions (that involve spatial derivativeg) @mputed with respect to the parameteiThere is
an obvious need to relate them to actual temporal derivativet this issue will only be addressed later. For
the time being, letly andd; be the highest-order of the spatial derivativesegfr) that must meet specified
boundary constraints at the initial and final points of ththpeespectively. Then, the minimum degr&é of
each polynomial isV* = dy + d; + 1. For example, if the desired path includes constraints dialiand
final positions, velocities, and accelerations (secomoderivatives), then the degree of each polynomial is
N* =2+ 241 = 5. Explicit formulae for computing boundary conditiop§(0), p!(0) andp..(7¢), p! ()
are given later in this section. Additional degrees of fmadnay be included by makingy > N*. As an
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7' order
Boundary conditions z;(0), 24(0), 7/ (0), 2 (0), x; (1¢), 2 (7¢), 2} (74), 2 (7¢),
do/dys 3/3
N*/N 5/7
10 0 0 0 0 0 o J[@0] [ =0 ]
01 0 0 0 0 0 0 @i 5”;’,(%)
Linear algebraic matrix 00 2 0 0 0 0 0 iz xf},( )
) 2 3 4 5 6 7 a3 z;"(0)
equation to solve for the O s Ty Ty T 4 = ()
coefficientsa,y, 0 1 2rp 37F 47} 517 617 77) a’f‘ xf(Tf )
0 0 2 67y 1277 207} 307} 427y || 0° o (:f )
2 3 4 i6 i\If
i 0 O 0 6 247 60Tf 1207’f 2107'f 1| am I w;’/(Tf) |

Table 1: Example of computation of the coefficients Gf'aorder polynomial path.

illustrative example, Table 1 shows how to compute the pmiyial coefficients for polynomial trajectories
of 7" order, where additional constraints on the fictitious ahitind final jerk (third-order derivatives) are
included.

Parameterizing the desired pail(7) by the virtual arc length- provides additional flexibility. If one
choosesr = t, then defining spatial profiles implies defining speed prefélong a given path as well. This is
due to the fact that the vehicle speed along the path is detatthe time derivatives of the path coordinates as
u(t) = \/33(E) + Z3(E) + #3(0).

Next, one can define fgasiblepath as the one that can be followed by a vehicle without ligitiexceed
prespecified bounds on the vehicle veloaityt) along the corresponding path, as well as on the total accel-
eration. Letvnin, vmax andamax denote predefined bounds on the vehicles velocity and totaleration,
respectively. Further letting(7) = dr/dt, a pathp.(7) is said to beeasible if the following conditions are
met:

Vi < 1) DT < Vs 102 ()0 (7) + (7)1 (T)0(7)]| < timax, V7 € [0, 7], @

wherep..(7), p”(7) are the first and second partials9f7) with respect tor. In case of polynomial paths,
n(7) can be chosen as a polynomial of a degree sufficiently higlatisfg the boundary conditions on speed
and acceleration. feasible patitan be obtained by solving, for example, the following ojation problem

F1:{minJ(-) subject to (1),

whereJ(-) is a given cost function, such as final time, fuel consumptitmwn range, etc., arig; is the vector
of optimization parameters, which includegs, curvature and torsion of thé" feasible path.

In this paper, we focus on time-critical missions that regjtinat each vehicle follows a collision-free path
and that all vehicle arrive at their respective destinatianthe same time. We propose to address generation
of collision free paths using two complementary approachies first one, referred to as deconfliction in time,
guarantees that no two agents can be at the same place atrtadise. Alternatively, the second approach
— deconfliction in space - guarantees that no feasible patéssect. The first approach relies on inter-vehicle
communications and is thus a function of the quality of s\{QoS) of the underlying network. On the other
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hand, the second approach may be particularly useful inamyjlapplications, where jamming prevents vehicles
from communicating with each other and is infinitely prefdeato the current practice of separating vehicles
by altitude. Formally these approaches lead to the follgveionstraints.

Deconfliction-in-time:

min _|lpi(t) — pE()I = E2 for any ¢ € [0, 1),
7,k=1,...n,j#k

Deconfliction in space:

min ik ||p§(7']) — plg(Tk)||2 > E? for any 7, Tk € [0,7f5] % [0, 7).

j7k:1w"7n’
wheret; = [/ nfl(: foranyi € [1,--- ,n], and E is the distance for spatial clearance. Notice thais

subject tot; < T'y, whereTY is the predefined upper bound on the final time for the missioibe completed.

In addition to the collision avoidance, the simultaneomsetiof-arrival requirement introduces an additional
constraint on the path lengths of the vehicles. Letiigs [tfi_ .. .t fi....] D€ the arrival time interval for the"
vehicle, where the minimurty; . and maximunt,;  can be computed using the lower and upper bounds on
the velocity of the'*" vehicle, the simultaneous arrival problem has a solufiand only if T; T} # 0 Vi, j =
1,...,n,i # j. This is guaranteed if tharrival margin, defined as/” = min; ty; . — max;ty; . is strictly
positive, Fig.2 (left).

Letting J(-) be the cost function to be minimized, the first optimizatiooljem addresses the deconfliction
in time:

min_ J(-) subject to (1) for any i € [1,n] and

ZE1 X XEp

. (1) — B2 > F2
F2:d g dlpe(®) = eI = E5(y, p) forany ¢ € [0, ], @

T=>T>0,
tf < Tf,

whereZ; includesry;, the torsion and the curvature of the feasible paths,/afd 1) represents the minimum
allowable separation distance between the paths that isctida of the path following controller performance
~ and also of the QoS of the underlying network, defineghalearly, as QoS decreases(~, 1) should
increase.

The second optimization problem, which we will address enghesent paper, accounts for the deconfliction
in space:

min_ J(-) subject to (1) for any i € [1,n] and

E1 X XEp )
ra. ) omin () = pE I 2 B () for amy 73,7 € [0,755] % [0. 77 .
T2>7y>0,
Tfi _d s
fOfWTr)<Tf7 z—l,...,n,

where7 > 7; > 0 imposes a bounded away from zero arrival margin requireragins the set of optimization
parameters for thé® vehicle andFE(y) represents the minimum allowable separation distancedsetwhe
paths and is a function of the path following controller pemiancey.
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In this paper we are interested in small UAVs that operatergigly at constant speeds. Clearly, in this
case speed constraints can be easily satisfied for any obnsta [vg, . ,v4,...]. Thisin turn defines

n(r) = m (4)
plt) = wrla o ©)
elt) = Hp;ﬁmzu—p@('gffj)(ﬁg)T>p”<T>. ©)
Therefore, we can choose
O = ™
o) = ey ®

to satisfy boundary conditions gn(t¢). Similarly, setting

p.(0) = p(0)
pe(tr) = Pelty),

satisfies equatiorgf at the boundaries.

Since in this paper we consider the scenario in which a flediA¥Ms is tasked to arrive at their final
destinations at exactly the same time, the generated pgadhfdsbe designed in such a way as to guarantee the
simultaneous arrival by all UAVs at their respective desiiions. Next, we make these ideas more precise.

Letl;; denote the total path length of tih path andv,, denote its velocity along this path. Then

Tfi

Iy = / 9L, (72)| dr.
0

It follows immediately that the time of flightt;; of UAV i is given by

Tfi p
T:
tfimin - / | |p61 ( Z) | | dTZ .
Up;
0

Define a cost functio/ = (max;ty; — min; ;). Then, making/ arbitrarily small over the set of feasible
paths, feasible velocities and accelerations will resuilhe desired solution to the simultaneous arrival problem
discussed above. Therefore, we propose to solve the paghnagiem problem¥'3 with this cost function/.

The optimization problent’3 can be effectively solved in real-time by adding a penaltyction G as
discussed in Ref.2[0] and by using any zero-order optimization technique. As>an®le, Fig.1 illustrates
the flexibility afforded by the reference polynomials to qmute a coordinated target reconnaissance mission
by three UAVs. In this case, the vector of optimization pagteTs iSE = [71 T2 T3 Up, Upy Upy). Thefinal
value of the cost functiod = 1.6968e — 006 corresponds tdmax; t¢; — min; t ;| < 0.0013 sec. The value
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Figure 1. Example of spatially deconflicted trajectoriesp iew, moving from right to left (left), 3D view,
moving from left to right (right).

of the optimization parameter vectar;,,,; = [4010.0 4999.7 7487.6 15.1380 21.2238 29.8054] resulted in
spatially deconflicted paths where the minimum distance/&en any two paths did not fall belo¥s0 m (the
minimum required distance was0 m). The optimal speed profilé$5.1380 m/s 21.2238 m/s 29.8054 m/s]
are well within predefined limits 0by,in, Umax Were 15m/sec and 30m/sec, respectively. The maximum
acceleration corresponding to each path did not ex6exstn /sec?, well below the limit of0.5¢. Finally, the
resulting total path lengths for each path wgre [y [y3] = [4535.4 6358.7 8929.7].

The outcome of the optimization problef3 will include the desired path and velocity assignment for
each vehicle, such that if every vehicle follows these comuted paths and speed profiles, the time-critical
mission(s) will be successfully executed in the ideal cddewever, the presence of disturbances, modeling
uncertainties and failures in the communication netwoduie synthesis ofobustfeedback laws to ensure
that the mission can be accomplished with a certain degreerdgidence. The remaining sections propose a
framework to synthesize path following and time-coordmatcontrol laws that address the performance of
the overall time-critical mission in the presence of uraiaty and over a faulty, time-varying communication
network.

3.0 PATH FOLLOWING IN 3D SPACE

This section describes an algorithm for UAV path followimg3D space. In order for thih vehicle to follow
the spatial path,, (7), a path following algorithm that extends the one in R o a 3D setting with a further
modification aimed at meeting time-critical and inter-wiconstraints is now presented. At this level, only
the simplified kinematic equations of the vehicle will be edbed by taking pitch rate and yaw rate as virtual
outer-loop control inputs. The dynamics of the closed-l02y with autopilot are dealt with in Sectiors.0
and7.0by introducing an inner-loop control law via the nov&l adaptive output feedback controller.

Figure 3 captures the geometry of the problem at hand.ZLdenote an inertial frame. L&} be the UAV
center of mass. Further, lgt(l) be the path to be followed, parameterized by its path lehgdmd P be an
arbitrary point on the path that plays the role of the centenass of a virtual UAV to be followed. Note that
this is a different approach as compared to the set-up forfpdowing originally proposed in Re®2?] , where
P was simply defined as the point on the path that is closesetoghicle. Endowing” with an extra degree
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f f t
Ly Ty t
T

Figure 2: Intersection of time intervals for each UAV.

of freedom is the key to the algorithm presented in R4f.[

Let F be a Serret-Frenet frame attached to the péiran the path, and I€T’(l), N(I) and B(l) be an
orthonormal basis fofF. We recall that these unit vectors define the tangent, neemnal binormal directions,
respectively to the path at the point determined.byhey can be used to construct the rotation maR{x:
[T N B] from F to Z. Denote byw’., the angular velocity of~ with respect tZ, resolved inF. Let

ar(t) = [zr(t) yr(t) zr(t)]"
be the position of the UAV center of magsresolved inZ, and let
gr(t) = [zp(t) yr(t) zp(t)]"

be the difference between(¢) andp.(t) resolved inF. Finally, let)}' denote a coordinate system defined by
projecting the wind fram&V onto a local level plane. (The fran¥ has its origin at) and itsz-axis is aligned
with the UAV'’s velocity vector).

Let

(I)e(t) = [¢e(t) He(t) f‘/}e(t)]—r

denote the Euler angles that locally parameterize theiootabatrix fromF to W'. In what follows,v(t) is
the magnitude of the UAV'’s velocity vectoy(t) is the flight path angle)(¢) is the ground heading angle, and
q(t) andr(t) are they-axis andz-axis components, respectively, of the vehicle’s rotatiamlocity resolved in
W' frame. For the purpose of this paper and with a slight abusetation,q(¢) andr(t) will be referred to as
pitch rateandyaw rate respectively, in thé)’ frame.

Straightforward computatiohs/ield the dynamic equations of the path following kinematitor states as

ip = —I(1 — x()yr) + v cos b cos P,
gr = —l(k(Dxp — C(1)zF) + v cos B, sin 1,
Ge ip = —i((l)yp —vsinf, 9

[ Zee ] = D (t,0c, ) + T (t,0) [ 1 ]

1See Ref23] for details in the derivation of these dynamics.
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P Serret — Frenet
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desired
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Inertial
frame {Z}
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Figure 3: Problem geometry

where
IC(1) singpe
D6, ) [ ~i(¢(1) tan 0, cos . + £(1)) } (10)
T(t,6.) = [Cﬁ _ir%‘z’ } . (11)

and withx(l) = H%EDH being the curvature of the path agd) = H%Z(Z)H being its torsion.

Note that, in the kinematic error modé&)(¢(¢) andr(¢) play the role of “virtual” control inputs. Notice also
how the rate of progressidm) of the pointP along the path becomes an extra variable that can be matagula
at will.

At this point, it is convenient to formally define the statetee for the path following kinematic dynamics
as

o) = [ae(t) yrlt) ze() 6lt) —dot) belt) —ou(t) |7
where
- zr(t)
o) = st (el
- —yr(t)
S(t) = sin 1<|yF'<t>|+d2>’ (12)

with d; andd, being some positive constants. Notice that, instead of tigelar errord.(t) andy.(t), we
usef.(t) — dg(t) andap.(t) — dy(t) respectively to shape the “approach” angles to the pattarl@levhen the
vehicle is far from the desired path the approach anglesrbeaose tar /2. As the vehicle comes closer to
the path, the approach angles tendtdlhe systeng, is completely characterized by defining the vector of

RTO-MP-SCI-202 15-9

UNCLASSIFIED/UNLIMITED


figures/UAV.ps

UNCLASSIFIED/UNLIMITED
Time-Coordinated Path Following of Multiple = ?

UAVs over Time-Varying Networks using £, Adaptation OREANTZATION

input signals as

Next, we show that there exist stabilizing functions §¢t) andr(¢) leading to local exponential stability
of the origin of G, with a prescribed domain of attraction. We start by assurtiiag the UAV speed satisfies
the lower bound

Umin < 0(t), Vt>0. (13)

Let ¢; andc, be arbitrary positive constants satisfying the followirmgndition

v 2 Jecs + sin~ ! <67 chid) < g e, i=1,2 (14)
V (A

wherec > 0 is any positive constant}; andd, were introduced inX2), ande; ande, are positive constants
such thad < ¢; < 3, i = 1,2. Let the rate of progression of the poiRtalong the path be governed by

i(t) = Kizp(t)+ v(t) cos Oe(t) cos v(t) (15)

whereK; > 0. Then, the input vectay,(¢) given by

wit) = [ =0 = rrwo (|10 | - Do) (16)

whereD (t,60.,v.) andT (t,.) were introduced inX0) and (1), anduy, (t) andu,, (t) are defined as

B c sin 6 (t) —sindg(t) .
un(t) = —Ka (6:(t) = (1) + et g —m= + bt
B c sin e (t) —sindy(t) = -
Unp, (t) = —-K3 (¢e (t) - 6111 (t)) - C_in(t),U(t) cos 0, (t) 7,Zje (t) — 5w (t) + 5111 (t) ) (17)

stabilizes the subsyste@ for any K» > 0 and K3 > 0. Figure4 presents the kinematic closed-loop system.
A formal statement of this key result is given in the lemmaoiel

Lemmal Letd = ,/ccy, wherec andc; were introduced inX4). Further, let the progression of the point
P along the path be governed b$5). Then, for anyv(t) verifying (13), the origin of the kinematic error

equations in ) with the controllersy(t) = ¢.(t), r(t) = r.(t) defined in 16)-(17) is exponentially stable with

the domain of attraction

0 = {x L V(o) < g} (18)
where
Vo(z) = x Py
1 1 1 1 1
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Figure 4: Path following closed-loop system for a single Ustlved at a kinematic level

Proof. If ¢(t) = q.(t) andr(t) = r.(t), itis easy to check from9) and (L6) that

0u(t) = o, (1)
det) = up(t).

Then, it follows from Q), (12), (15), and (6)-(17) that

V}? = _:I;Tpr )
with
. K;  wcosb, v Ky K3>
= diag [ — — — 19
O = dine ( e alyrl +d) azrl+d) @ o (19)
Note that over the compact $etthe following upper bounds hold
lzr(t)] < d,
lyr(t) < d,
lzr(t)] < d,
d
10.(t)] < +fcca + |0g(t)] < y/ccz +sin? =1 < z,
d+dy 2
[be(t)| < Veex + [6y(t)] < yfeea +sin! (d—l—d ) =1y < g, (20)
2
where we have used the relationshig)( Now it follows from (19) and @0) that@, > Q,,, where
- . (K1 vmincosvr  vmin K Ks)
=d — — —. 21
O = diag ( c1 ca(d+d) ei(d+di) ca co (21)
Since®,, > 0 and
Vp(m) < —xTpr, Vt>0,
RTO-MP-SCI-202 15 -11
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x(t) converges exponentially to zero over the compacfsethen, it follows from the definitions inl@) that
both 6y(t) andd,(t) converge exponentially to zero, and thus one finds éh@t) and+).(t) also converge
exponentially to zero, which completes the proof.

A more detailed derivation of this proof can be found in R&f}] O

Remark 1 The control law(16)-(17) produces angular rate commands definetihframe. However, a typical
commercial autopilot accepts rate commands defined in lizdy-frame3. The coordinate transformation
from W' to B is given by

RE, = RERW,,

where the transformatiofkZ, is defined using the angle of attack and the sideslip angletféUAVs consid-
ered in this paper, these angles are usually small, and the¥at is reasonable to assume thﬂﬁ/ ~ [. On
the other handR%, is defined via a single rotation around a localaxis by an anglepy,. For small values
of angle of attack and sideslip anglgy; can be approximated by the body-fixed bank argieeasured by a
typical autopilot. Therefore, in the final implementatioine angular rate command46)-(17) are resolved in
the body-fixed fram# using the transformation discussed here.

Thus, in the following sections we assume that both the dat@mgular ratesy(t) = [¢(t) r(t)]T and the
commanded angular rateg.(t) = [q.(t) r.(t)]" are resolved inV’. We notice that this assumption will not
affect the results since, for small angle of attack and sidesgle, we have

!/

(@) =ye)™ Ml = [I(y(t) = ye) ]2

40 TIME-CRITICAL COORDINATION

Having solved the path following problem for a single vedieind an arbitrary speed profile at a kinematic
level, we now address the problem of time-coordinated obofrmultiple vehicles. Examples of applications
in which this would be useful include situations where alhiekes must arrive at their final destinations at
exactly the same time, or at different times so as to meetieedester-vehicle arrival schedule. Without loss
of generality, we consider the problem of simultaneousvalrilLet?; be the arrival time of the first UAV.
Denotely, as the total length of the spatial path for tle UAV. In addition, let/;(¢) be the path length from
the origin top;(t) along the spatial path of thegh UAV. Define [;(t) = 1;(t)/ls;. Clearly,li(t;) = 1 for
i=1,2,...,nimplies that all vehicles arrive at their final destinatidritee same time. Sinde(t) = 1;(t)/l;,

it follows from (15) that

l;(t) _ Kz, (t) + vi(t) <l:;)s Be.i(t) costbe i(t) , (22)

where for simplicity we have kept’; without indexing.

To account for the communication constraints, we introdineeneighborhood sef; that denotes the set
of vehicles that theth vehicle exchanges information with. We impose the cairgtrthat each UAV only
exchanges its coordination paraméfét) with its neighbors according to the topology of the commatians.

Then, to solve the coordination problem, we propose thevialg desired speed profile for thida UAV [23]

Ucoord; (t)lfz - Kle’i (t)

Ve; (t) cos O, ; (t) cos we,i(t) 7

i=1,....n, (23)
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with the following decentralized coordination law

ucoordl(t) = _az _l, %

JjEJ1

Ucoord; (t) = —az l’ — l’ )+ xr,(t), 1=2,...,mn
jeJ;

Xl,i(t) = —bz l/ _l/ , XIZ(O): IZJ;Z 7;:27”.771
Jj€J;

where we have elected vehicleas the formation leadety;, denotes its desired constant speed profile,
i = 2,...,n, is the speed profile of the follower vehicles, amndb are positive constants. Note that the
coordination control law has a Proportional-Integral (Bfucture, thus allowing each vehicle to learn the
speed of the leader, rather than having it availabpeiori.

The coordination law can be re-written in compact form as

Ueoord(t) = —aL()'(t) + [vill/(g'l]7 (24)

) = —bCTLOU(W), o (0) = 7

o (25)

wherel’(t) = [1(t) ... L], teoora(t) = [tcoord; (t) -+ Ucoord, ()] Ty x1(t) = [x(t) - X1, ()],
CT =[0 I, ], andthen x n piecewise-continuous matri%(t) can be interpreted as the Laplacian of an
undirected grapi'(¢) that captures the underlying bidirectional communicatietwork topology of the UAV
formation at timet. It is well known thatZ " (t) = L(t), L(t) > 0, L(t)1,, = 0, and that the second smallest
eigenvalue of.(t) is strictly positive, that is,

T
L(t)x
——=— = Xo(L(t)) > 0
PR e~ et
:(:—O

if and only if the grapH™ is connected (see e.g., R@f]).

In preparation for the development that follows, next wemeifulate the coordination problem stated above
into a stabilization problem. To this aim, we introduce tbkoiving notation: let

A 1,1

II I, —

denote therojection matrixand@ be a(n — 1) x n matrix such that
an =0, QQT =Ih 1.

Notice thatQTQ = IL, I = I = 1%, L(H)II = IIL(t) = L(t), and the spectrum of the matrix(t) =
QL(t)Q" is equal to the spectrum df(¢) without the eigenvalue. = 0 correspondent to the eigenvector.
Define the state variablegt) = [¢1(t) " &(t)T]T

Gt) = QI)
G(t) = xu(t) -

va, (t)

1,
lf1 n—1,

RTO-MP-SCI-202 15-13
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where by definitior(; (t) = 0 < I’ € spar{1,,} which implies that, if((t¢) = 0, then all UAVs arrive at their
final destination at the same time.
Thus, setting

ey, (t) = vi(t) —ve,(t), i=1,...,n,
wheree,, (t) denotes the velocity error for thigh vehicle in the coordination, it follows fron28) that the
kinematic equation22) can be rewritten as
ey, (t) cos O, ;(t) cos Pe ;(t)
Lgi
and therefore, the closed-loop coordination dynamics éarfoy €6) and the coordination control algorithm
defined in 24)-(25) can be reformulated as

l;(t) = Ucoordi(t)+

; (26)

((t) = F()¢t)+ He(t), (27)
where
_ —al(t)  QC
Ft) = [—bCTQTL(t) 0
Q
v~ (8]

andy(t) € R" is a vector with itsith elementZ: < ee,l;(;) cos Ye,i (1)
Next we show that for fixed or time-varying communicationdlmgies but assuming that the graph remains
connected for alt > 0, if every vehicle travels at the commanded speett) (e, (t) = 0), then the coordinated

system reaches agreement and all the vehicles travel sanie gath length rate, that is
Jim (i) =1) = 0, Vije{l,...,n}

. 7 _ Uﬂ
tllglol(t) a lfl'

On the other hand, i, (t) # 0, then the error of the disagreement vector degrades gihceith the size of

|ew: ()]

Lemma 2 Consider the coordination systef®7) and suppose that the graph that models the communication
topology I'(¢) is connected for alt > 0. Then, for any selected rate of convergence> 0, there exist
sufficiently large coordinated control gains b such that the systerf27) is input-to-state stable (ISS) with
respect tae, (t) = [ey, (t) --- e,,]T, thatis,

IC@ll < FalICO)] e + ks Sl[loli>t)||€v(7)||, vE>0 (28)
T7€|0,

for somek;, ko > 0. Furthermore, the normalized length$t) and path-length rate& (¢) satisfy

tlim sup ‘l;(t) - l;(t)| < k3 tlim sup |le, ()], (29)
Jim sup |[{(t) = 72 <k lim suplle,(8)] (30)
oo f1 o0

forall 7,5 € {1,...,n}, and for somes, ks > 0.
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Proof. To prove ISS we first show that the homogeneous equation afdblination dynamics

Ct) = F)) (31)
is uniformly exponentially stable. To this aim, we consitlex Lyapunov function candidate
Vel¢) = ¢TOPL() (32)
whereP, is defined to have the following structure
P = - 1T T _35_\%620 ) (33)
~5zC' Q" Fhaln

with 6 > 0 being an arbitrary positive constant yet to be defined.
We notice now that, since the grapl) is connected for every> 0, it follows that there exists a constant

d. > 0 such that
Ao(L(t)) > 6., VE>0. (34)

If we setd = 4. in the definition ofF in (33), then the lower bound irB@#) can be used to show that for any
fixed A there exist arbitrarily large constant parameterisverifying

1 af 2 2
— 35
n < b n  ken (35)
2 (ke +1) X2
by > — (36)
29N — o
with § = 6. andk,. > 2, such that for alt > 0
P. > 0 (37)
P.F(t)+ FT(t)P.+2\P, < 0. (38)
First we prove the inequality ir8f). Letn = [ 1y | with 51,1, € R*~1. Then, we have
O ad,
n' Py = nin - ﬁmTQan sz =N
> 2
> P+ o2 Il I el
1 lQCl ] [ [l ]
= 2)\112
N e
and, noting thatl QC'|| = 1, it is easy to verify tha#’, > 0 if the following condition holds
a~ O
2-\— —
2 2 > 0
Sinced.<n, the design constraint ir8H) ensures that the inequality above is satisfied.
RTO-MP-SCI-202 15-15
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Similarly, we can prove the inequality iB88). From the dynamics ir2(7) and the definition of?. in (33) it
follows that

~(PF®W+FT(®)P.+20P.) =

2aL(t) — 325 (L(H)QCCTQT + QCCTQTL(t)) — 2MI,—y —(1-2%)QC
—(1-p)crQ’ 2,0TQTQC — W1,y |

Consider now a vectaf = [ 7y |" with 1,72 € R*~1. Then, we can write

bo,.
2\n?2

- T(PCF(t)+FT(t)PC+2XPC)n = <2aL(t)—

5
+772T<A

Since||QC|| = 1, Amin(CTQTQC) = L, andAyax(L(t)) < n, it follows from the connectivity condition
in (34) that

(E(t)QCCTQT + QCCTQTE(t)) - mn_l) m

as, de
QC — 51, 1>n2 - 2(1—ﬁ>nfcz0ng-

_ b6, 1 6, ade
T (BEO+ FT0R 23R 0 2 (200 = S8 ) I+ (3 - 2

nin?  bn?
dc
=2 (1= %) Il el

2a0. — &= —2X —(1-%
[ lmll 2l ] [ —Q 1"6_5) 1 g “2) ] [ HZ;H ]

An2 bn?2

while the design constraints i3%) and @6) guarantee that the above matrix is positive definite. In, fae
note first that the first principal minor of this matrix can legvritten as

2a5—@—2A = b 2— A—l —2)
An )\ b n

and thus the design constraints 8b( and @6) ensure
bo. 1 <
5t <2b)\_ﬁ> -2\ > 0.

Next, we show that the determinant of the matrix is positive

2a0, — ¥ — 2% — (1- %) bo, 1 6. ad, 5. \?
An = (2a6, — =< -2 ) (1-=
([ "are” R ) = O ) (i) -0 )

b 1 2 a<\ O
> bl W R Z_9Zy\) = _
- A()\? <2b)\ n> 2) (n Zb)\> 2\n? !
—kn?® (2 -\ O
> 2 _9 Qe
z A e (n /\> An?

a
b
2 a~

> ani—l > 0,
kn
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and therefore we can conclude that
P.F(t)+ F'(t)P.+2\P. < 0.
Hence, using the Lyapunov function candidate3dg)( it follows that
Ve(t) = (T (PF(t)+ FT(t)P.)¢(t)
g NAQD)

and consequently the syster®1) is globally uniformly exponentially stable. We concludet the forced
system 27) is ISS because it is a linear systehtit) is bounded and the homogeneous equation is exponentially
stable (see Ref2p]), and thus 28) holds.

To prove inequalities29) and @0), we introduce thelisagreement vectas(t) = I1I'(¢) and use the facts
that

L) —U(t) = o0i(t)—oi(t) i=1,...,n;j=1,...,n (39)
le®] = [la@l (40)
Gt) = xn(t) - Z’;‘ i=1,...,n—1. (41)
It follows from the relations39)—(40) that
L) =] = o) — o] < o) +1o;) < 2lle®)l = 2[G @],

and thus equatior2@) leads to 29) with k3 = 2ks.
On the other hand, fron24), (26), and @1) one obtains

ht) -8 = Y ()~ 4t) + i)

lfl jen
i) — 9 = —a > (L) = U(6) + Coy +0ilt), i=2,...,m,
lfl '
jed;
which, along with 28) and|e; (t)| < |e,, (t)|/1}:, lead to the bound ir8Q) with ks = (2a (n — 1) + 1) ko + %

O

Remark 2 We also note that the design constrain{3®) depends upon the lower bound on the second smallest
eigenvalue of the Laplaciah(t), which is not known a priori. However, it is well known frong@braic graph
theory that the following bound holds

X (L(t) = 2¢ (1~ cos (%))

wheree is the edge-connectivity of the graph and can be relateded@bS of the network. Then, the parameters
a andb can be chosen using this lower bound if a tighter bound is notv a priori.

Next, we consider the case where the communication graphmay be disconnected during some interval
of time or may even fail to be connected at any instant of tinosyever, we assume that the connectivity of the
graph satisfies the following less restrictive persistewsfogxcitation (PE)-like condition

t+T
—/ ndr > plei, V>0 (42)

for someT, i > 0.
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Lemma 3 Consider the coordination systeg(27) and suppose that the Laplacian of the graph that models the
communication topology satisfies the PE condi{i®) for somep: and sufficiently small tim&. Then, for any
given)\ > 0, there exist sufficiently large coordinated control gain$ such that the syste(27) is ISS with
respect ta, (t), and the normalized lengtti§t) and path-length rate& (¢) satisfy(29) and (30), respectively.

Proof. A proof for this lemma can be found in the Appendix. 0

Remark 3 The PE conditior(42) only requires the graph be connected in an integral sensepointwise in
time. Similar type of conditions for other coordination kaan be found in e.g. ReRT] and Ref. pg].

5.0 £, ADAPTIVE AUGMENTATION OF COMMERCIAL AUTOPILOTS

So far, both the path following and time-critical coordinatstrategies were based on vehicle kinematics only
(outer-loop control). In this set-up, the pitch and yaw riaguts ¢.(¢) andr.(t) were selected so as to meet
the path following objectives, while the speedt) was computed to achieve coordination. It is now necessary
to bring the UAV dynamics into play. To this effect, the aboxgiables must be viewed as commands to
be tracked by appropriately designed inner-loop contretesys. At this point, a key constraint is included:
the inner-loop control systems should build naturally oistext autopilots. Since commercial autopilots are
normally designed to track simple way-point commands, welifgdhe pitch and yaw rates, as well as the
speed commands computed before by including aadaptive loop to ensure that the closed-loop UAV with the
autopilot tracks the commands(t), ¢.(t), andr.(t) generated by the time-coordination algorithm and the path
following algorithm. The main benefit of thé, adaptive controller is its ability of fast and robust adépta
which leads to desired transient and steady-state perfaenfor the system'’s both input and output signals
simultaneously, in addition to guaranteed gain and timaydenargins. Moreover, analytically computable
performance bounds can be derived for the system outputrapazed to the response of a desired model,
which is designed to meet the desired specificatRss31].

First, we consider the systegh,, which models the closed-loop system of the UAV with the pilbd:

Gp: y(s) = Gp(s)(uls) +2(s)),

whereG),(s) is an unknown strictly proper matrix transfer functioiis) andu(s) are the Laplace transforms
of y(t) andu(t) respectively, and(s) is the Laplace transform af(t), which models unknown bounded time-
varying disturbances. The syst&p has the inputs(t) = [v4q(t) gaa(t) rea(t)] " issued from theC, adaptive
augmentation and outpytt) = [v(t) q(t) r(t)] .

In this paper(,(s) is assumed to have the (decoupled) form

v(s) = Gu(s) (Vaa(s) + 2u(s))
Gy q(s) = Gq(s) (qaa(s) + 2q(s)) (43)
r(s) = Gr(s) (raa(s) + z(s))

whereG,(s), G,(s), G (s) are unknown strictly proper and stable transfer functiamsl z, (s), z,(s), 2z (s)
represent the Laplace transformations of the time-vargiisgurbance signals, (), z,(t) and z,(t), respec-
tively. We note that the autopilot is designed to ensureghigttracks any smooth(t). We further assume that
the time-varying disturbances are bounded functions c twith uniformly bounded derivatives:

|zU(t)| é L'UO ) |zv (t)| S Lvl
|zq(t)| < LqO ) |zq(t)| < qu
|Z7«(t)| S LTO ) |z7“(t)| S Lrl
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whereLo, Ly1, Lqo, Lq1, Lyo, andL,; are some conservative known bounds.

We note that only very limited knowledge of the autopilot ssamed at this point. We do not assume
knowledge of the state dimension of the unknown transfectfans G, (s), G4(s) andG,.(s). We only assume
that these are strictly proper and stable transfer funstionhis will make the resulting inner-outer control
systems applicable to a wide range of aircraft. We nevezisehotice that the bandwidth of the control channel
of the closed-loop UAV with the autopilot is very limited, dithe model 43) is valid only for low-frequency
approximation ofG,,.

Next, sinceq.(t) andr.(t) defined in 16)-(17) stabilize the subsyste., andv.(t) in (23) (with the
coordination control algorithn2@)-(25)) leads to coordination in time, the control objective foe subsystem
G, is reduced to designing an adaptive output feedback ctertrelt) = [vaq(t) gaa(t) rqa(t)]" such that
the outputy(t) = [v(t) q(t) (t)]" tracks the reference input.(t) = [v.(t) q.(t) r.(t)]" following desired
reference model8/,(s), M,(s), andM,(s), i.e.

v(s) ~ My(s)ve(s)
q(s) Mqy(5)gc(s)
7(s) M;(s)re(s),

whereM,(s), M,(s), andM,.(s) are designed to meet the desired specifications. In thisrp@peimplicity,
we consider a first order systénby setting

%

%

M.(s) = jrn . me>0.
S+ M

Finally, we notice that th&; adaptive augmentation presented in this section is whawslus to account
for the UAV dynamics.

In the following sections, we present tify adaptive augmentation architecture for the inner-looe (se
Figure5), and state a computable uniform performance bound forr#luking error between the output of the
adaptive closed-loop system and the reference input sigdalrefer to Ref24] for a detailed derivation and
discussion of this bound. Since the systems4iB) have the same structure, we will define the adaptive
control architecture only for the syste@y,(s). The same analysis can be applied to the syst@p{s) and
G.(s). The stability of the cascaded coordinated path followif@sed-loop system with th€; adaptive
augmentation will be proven in SectioGand7.0.

51 £, Adaptive Output Feedback Controller

We notice that the system

q(s) = Gq(s) (qad(s) + z(s)) (44)
can be rewritten in terms of the desired system behaviomelty/,(s), as
q(s) = Mqy(s) (qaa(s) + aq(s)) , (45)

where the uncertainties dued®,(s) andz,(s) are lumped in the signal,(s), which is defined as

_ (Gyl(s) = My(s)) gad(s) + Gq(s)z4(s)
o4(s) = M,(s) . (46)

2This choice of the desired reference syst&fa(s) might represent a limitation on the achievable performanfcéne adaptive
closed-loop system. The choice of a different desired eefez system can be explored using the theory developed if32gfwhere
an extension of th&€, adaptive output-feedback controller for arbitrary debireference model is presented.
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i ’_> A/P »  UAV : £

Augmentation

Figure 5: Inner loop structure with th&, adaptive augmentation

The philosophy of the; adaptive output feedback controller is to obtain an estméthe unknown signal
a4(t), and define @ontrol signalwhich compensates for these uncertainties within the battbwf a low-pass
filter C'(s) introduced in the feedback loop. This filter guarantees ttiat’; adaptive controller stays in the
low-frequency range even in the presence of high adaptives gad large reference inputs. The choic€'¢f)
defines the trade-off between performance and robustB&ssAdaptationis based on the projection operator,
ensuring boundedness of the adaptive parameters by deifif88] , and uses the output of state predictor
to update the estimate of,(¢). This state predictor is defined to have the same structutbeobpen-loop
system 45), using the estimate af,(t) instead ofo,(t) itself, which is unknown. The; adaptive control
architecture for the pitch-rate channel is representedgarE 6 and its elements are introduced below.

State Predictor: We consider the state predictor

q(t) = —mqd(t) + mq (gaa(t) + 64(t)), 4(0) = q(0), (47)

where the adaptive estimadg(t) is governed by the following adaptation law.
Adaptive Law: The adaptation of,(t) is defined as

Gq(t) = T Proj(G4(t), —(t)), 64(0) =0, (48)

whereg(t) = ¢(t) — q(t) is the error signal between the state predictordif) @nd the output of the system
in (44), T'. € R™ is the adaptation rate subject to a computable lower bourdiPaoj denotes the projection
operator.

Control Law: The control signal is generated by

Gad(s) = Cy(s) (rq(s) = G4(s)) , (49)

wherer,(t) is a bounded reference input signal with bounded derivaaindC,(s) is a strictly proper low-pass
filter with C,(0) = 1. In this paper, we consider the simplest choice of a firstrdiitler
Wy

Cy(s) = . wg > 0.
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Figure 6:£, adaptive augmentation loop for pitch rate control

The completeC; adaptive output feedback controller consists4 ((48) and @9), with M, (s) andCy(s)
ensuring stability of
Gq(s)Mqy(s)

H(s) = Cq(5)Gq(s) + (1 = Cy(s))My(s) )

5.2 Analysisof the £; Adaptive Controller

In this section we discuss the stability of the closed-lodapdive system and the performance bound for sys-
tem’s output with respect to the reference command. We auadelves of previous work ofi; augmentation
and its application to path followin@#, 34].

Lemma4 Letr,(t) be a bounded reference command with bounded derivativeenGhe£; adaptive con-
troller defined via 47), (48) and @49) subject to(50), if the adaptation gaid’. and the projection bounds are
appropriately choseéhand, moreover, the initial conditions satisfy

Vi
_ < 19
LOREACIE -

where;, is the bound on the derivative of(), then we have

Hq_rqHLm < Y (51)

wherevyy = v, + 74 + %Z and, moreover,Flim (’yq + wlin;o fyq) =0.

m,
c—00

3This stability condition is a simplified version of the origi condition derived in Ref34] , where the problem formulation includes
output dependent disturbance signals) = f (¢, y(t)).

4See Ref24] for a detailed discussion and derivation of the design taitgs on the adaptation galf., the bandwidth of the
low-pass filterw,, and the bandwidth of the state-predictay.
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Proof. The proof of this Lemma can be found in R&#]. O

Similarly, if we implement theC; adaptive controller for the systems
v(s) = Gu(s) (vaa(s) + 2u(s))
r(s) = Gr(s)(raa(s) + 2r(s))
subject to
[[0c]
[0(0) — v, (0)] < ——==
My

1(0) - ro(0)] < Wellew

)

my
we can derive
[v=vellen, < MW (52)
[r=rell,, < w (53)

with ~, > 0 and~, > 0 being constants similar tg;. We note thaty,, 75, and-~,, can be rendered arbitrarily
small by increasing the adaptation gain the bandwidth of the low-pass filtexg, and the bandwidth of the
state predictorsn,.

Remark 4 We note that the derivation of the performance bounds weélfthadaptive augmentation assumes
bounded reference commands with bounded derivatives,harscbiefore using these performance bounds one
should make sure that these conditions are satisfied.

6.0 PATH FOLLOWING WITH £, ADAPTIVE AUGMENTATION

At this point, we discuss the stability of the path followialgsed-loop system with thé, augmentation for a
single UAV (see Figur@). First, we need to show that the outer-loop path followinghmands;.(t) andr.(t)
and their derivativeg.(t) andr.(t) are bounded, which in turn allows us to prove that the origileanain of
attraction for the kinematic error equations givenif)(can be retained with thé; augmentation.

Lemma5 If z(t) € Qforall t € [0, 7], where() is the closure of the sé?, which was defined i(il8), and
the UAV speed(t) is upper bounded (that i$(t) < vmax), then, for sufficiently largé'., and control param-
etersw, andm,, there exist positive constantg,, v;., 7., and~y;, such that the outer-loop path following
commands.(t) andr.(t) and their derivativeg.(t) andr.(t) are bounded as

lderllze < Yoo Mderlle, < 7
o ¢ . o0 ¢ 54
Irerllee < Ams el < .. (4)
Proof. The proof of this Lemma can be found in R&#]. 0
Next, we defineu,(t) andu,(t) as
ug(t) ] [ q(t) }
= D (t,0.0.) + T (t,0, , 55

B (000 + 700 | 0 (55)
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Figure 7: Path following closed-loop system for a single UANh £, adaptive augmentation

and therefore, from9), one gets

Oc(t) = ug(t) and  we(t) = uy(t).
Then, it follows from (6) and 65) that
ug(t) —ug.(t) | _ q(t) = qe(t)
g | = e [T ] (°0

Furthermore, we defing,, and-,,, as

1
_ /a2 2 _ [A2 1 A2
Yue = A/ V5 and Ty = o o Yo+ Vo (57)

with 4 and-,, being the bounds irbl) and &3) for r,(t) = q.(t) andr,.(t) = r.(t).

Theorem 1 Letd = ,/cc1, wherec andc; were introduced in14), and let the progression of the poiftalong
the path be governed b$%). For any smooth(t), verifying 3), if

1. the initial condition for the path following state vectmatisfies

z(0) € Q;

2. the initial conditions for the pitch and yaw rates are bded as

9(0) — qe(0)] < T
7(0) — 7e(0)] < ;—

3. and in addition, the adaptation gain. is sufficiently high, and the design«w§ andm, is such that
\/ €C2 )\min(Qp) . (58)

<
f)/ue + fyul[) — 2 )\maX(Pp) I
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thenz(t) € Q2 forall ¢ > 0, and the path following closed-loop cascaded system imatgly bounded with the
bounds given inZ0).

Proof. The proof of this Theorem can be found in R24]. 0

Remark 5 We notice that this approach is different from common baggshg-type analysis for cascaded
systems. The advantage of the above structure for the feledtzesign is that it retains the properties of the
autopilot, which is designed to stabilize the inner-loog. avesult, it leads to ultimate boundedness instead of
asymptotic stability. From a practical point of view, theopedure adopted for inner/outer loop control system
design is quite versatile in that it adapts itself to the parar autopilot installed on-board the UAV.

7.0 COMBINED PATH FOLLOWING AND TIME-CRITICAL COORDINATION WITH
L, ADAPTIVE AUGMENTATION

This section addresses the stability properties of the awedbcoordination/path following systems and the
inner-loop with£, adaptive augmentation. The complete coordinated pathwiolg closed-loop system for a
single UAV is presented in Figui@ The main result is stated in TheorénFirst, however, we need to show
that the outer-loop reference commandg), ¢.(¢), andr.(¢) and their derivatives are bounded.

Lemma 6 Assume that, for any UAV, the path generation algorithm esssthat there exists a positive constant
8o such that

0 < Gy <

l
- <vmax COS /] COS Vg — Vg, Jmax Ky d> (59)
k]‘ lflll'dx lfl

wherek; = (2a(n — 1) + 1)k, Ufmaxe = maxi{ly, 1, }, and for some sufficiently small set Under this
assumption, on can define positive constants vi., V4., V4., Vr.,» @and~;, such that, ifz(¢) € Q for all
t € [0, 7], and the initial conditions verify the relations

[0(0) —veO) < Fe, o folts) — el < T

1q(0) — q.(0)] < Vmiz, [7(0) — re(0)] < Z;_:
[0e(0)] < Yo » 0:(0)] < s, (60)
1K < Bo,

wheret, are the times at which the communication topology switcties) the coordination/path following
outer-loop commands.(t), q.(t) andr.(t) and their derivativeg.(t), ¢.(¢t) andr.(t) are bounded as

||Uc7'||[loQ < VYoes ||f[}07—||£oo < Yo
H(JCTHLOQ < Ve HQ.CTHLOO < Ve (61)
”TCTHLOQ < Ve HT.’CTHLOO < Ve -

Furthermore, the resulting velocity for thith UAV verifies the priori specified upper bound (t) < vpax for
all ¢t €0,7].

Proof. A proof for this lemma can be found in the Appendix. O
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Figure 8: Coordinated path following closed-loop for tkte UAV with £; augmentation

Theorem 2 Consider the combined path following syst@nand time-critical coordination syste(@7) under
the communication constraints of Lem@ar Lemma3. Assume that the path generation algorithm ensures
that there exists a positive constasit such that

1 l 1 .
0 < Gy < ming = <Umax COS /] COS Vg — Vg, fmax K1d> , = <vd1 Jmin _ Umnin — K1d>
ky lfmax lfl 1lfmin lfl
(62)

wherek; andly,.. were introduced in Lemm@ Iy, . = min{ly, _;, }, and for some sufficiently small det
If, for every UAV, we have

1. the initial condition for the path following state vectatisfies

z;(0) €

2. the initial conditions for the speed, pitch rate, and yaterare bounded as

0i(0) —ve, (0)] < 2=, Juilts) —ve, ()] < 7=
14:(0) = 4, (0)] < 3=, 7:(0) — e, (0)] < e (63)
e, (0)] < Yoo [0e, (O] < e
wherev,., Ve., V4., and~y;, were introduced ir{61); and
3. the initial condition for the coordination state vect@tisfies
€O < Bo;
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then, there exist sufficiently large adaptation giinand controller parameters, andm, such thatz;(t) € €2
forallt > 0and: = 1,...,n, and the complete closed-loop cascaded system is ultiynadeinded with the
bounds given inZ0). Moreover, the coordination errof(¢) satisfies

KO < Kl e™ + ko (64)

and the resulting velocity for thgh UAV verifies the priori specified bound8 < vyin < v;(t) < Vmax-

Proof. Consider theth UAV. Using the same Lyapunov function candidafgx) as in Lemmal, it follows
that

y Oe; — o, Ye; — Oy,
Vpi < _x;rQPixi + “0721| ‘uei - u9m" + % ‘udii - ulﬁm“ ’ (65)

whereQ),,, was defined in19), and we have taken into consideration the errors betwggn) anduy,, (t), and
uy, (t) anduy,, (t) (or equivalently between;(t) andq,,(t), andr;(t) andr.,(t)). Next we will show that,
under the conditions of the Theoref,, is positive definite and the terné., — dg, |, |ug, — ug,, |, |Ve; — Oy,
and|uy, — uy,,| are bounded, and thus the original domain of attractionfeikinematic error equations given
in (18) can be retained.

We prove this Theorem by contradiction. Sincg0) < €2 by assumption, andl, (¢) is continuous and
differentiable, ifz;(t) € Q Vt > 0is not true, then there exists a timesuch that

V() < g Vo<t<r
V() = 3, (66)
which implies
Vo (r) > 0. (67)

First, we show that the speed of tith UAV verifiesv;(t) > vy for all ¢ € [0, 7], which in turn will help
us prove that),, is positive definite. To this aim, we introduce the followingtation

I = ly . =
| Ymax cosvicosva — g, —fl';;"‘ — Kid— kiBolf,. Va4 —l‘;?l‘“ — Umin — K1d — k1 Soly,,,
€ = min

9

cosvy cosvy + kol Frmax 1+ Z2lfmin

wherek; was introduced in Lemm@andk, = (2a(n — 1) + 1)k,. Condition 62) ensure that, > 0. Further,
let € be defined as

e < €,
and choose the adaptation g&in w,,, andm,, so thaty, = max{v,,, ..., Y, } verifies the following condition
Y < €. (68)

Then, it follows from Lemméb that the commanded reference signalst), q.,(t), andr,,(t) and their
derivativeso,, (t), 4., (t), andr, (t) are bounded for all € [0, 7], i.e.

HUCMHLOQ S Yoo Hi)anﬁoo < Voo
||‘ch~T||Loc < Yge s ||QC¢T||£OO < Ve (69)
|’TCiT|’[:oQ S Yres HT;C/L'TH£OO S Ve
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and moreover one has
vi(t) < Vmax, VEe0,7].

Therefore, from this result and the bounds on the initialditions in 63), one finds that the bounds
in (51), (52), and 63) hold with r,(t) = v, (t), 74(t) = ¢c,(t), () = re,(t), and for anyt € [0,7]. So
we have

(o =ve)ell o, = (70)
(@ —ae) . < e (71)
ICrs =redolle, < e (72)
Using @8), similar to @30), it can be shown that
tooond, () = 72 = R [G(O)] = k2 sup [leu(8)] - (73)
f1 te[0,7]

Since at any € [0, 7] the path following error states;(¢) lie in the compact se®, then
(e (t) > Ucoord; (t)lfL — Kqd,

and thus,
applying 68), (70), and {3) to the above inequality yields

ly = =
va(t) = vay = kGO, — kaly, — Kad

f1
ly, = -
> vy == RGOy, Facoly, — Kd
1
> (% — /?3160 — k260> lfmm — Kqd
f1

2 Umin 1 €0 -
Finally, since||(ey, )+ ||z, < 7w, it follows that
vi(t) = ve,(t) = Yo = ve(t) = Vo > Vmin + (€0 — Fo) > Vmin s
for all t € [0, 7]. This result, along with the fact that(¢) € Q for anyt € [0, 7], leads to

. _ 0. — 0p. -
%i S _x;erle + | € 0 | |wez |
C2 C2

) ’uei - ueci‘ + ’u - udﬂci’ S S [077] )
whereQ,,, was defined inZ1).

Next we show that, under the conditions of the Theorem, times@., — do, |, |ug, — ua,, |, |Ve; — 0y, |, and
|y, — Uy, | are bounded. It follows frombE) that

0 (0) = 0, (6) = 0860, (0) (@l6) = () — 5in ,() (1) — e (1)
i () = 05,0 = St 00) — 00 0) + St (1s0) — )

cos O, (t)
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and hence, from the bounds inlj and (2), we have
[(uo, — oo )7l cee < Vuugs and [(wy; =ty )rllce < Yuy, s (74)
with v, andy,,,, defined in 7). Moreover, it follows from 6) that for anyt € [0, 7]
|0c, () — 09, ()] < VVcea and [the, () — 0y, (t)] < VVeez. (75)
Therefore, from Eqs66), (74) and (5), one finds

. . C
‘/pi (7—) g _sz(T)Qplxl(T) + \l a('hgl + ﬁyuwz) .
Since

[M@petr) 2 SV,

where)\min(Qpi) andApax (Pp,) are the minimum and the maximum eigenvalue@;;);c and P, respectively,
it follows from (66) that

T A C min(Qpi)
, T >
xl (T)szxl(T) 2 )\maX(sz) )
and then the design constraint B8f leads to
Vpu(r) <0,
which contradicts the assumption 87, and thuse;(¢) € €2 holds for allt > 0 andi = 1,...,n. Since 66)
leads to 69)-(75) for any timet € [0, 7], z;(t) € 2 implies that the bounds ir2Q) hold for all ¢ > 0.
Finally, equations48) and (70) lead to the bound in6d), which concludes the proof. O

8.0 EXPERIMENTAL RESULTS

The complete coordinated path following control systemhwi{ adaptive augmentation, shown in Fig@e
was implemented on experimental UAV RASCALs operated by N#@ thoroughly tested in hardware-in-
the-loop (HIL) simulations and flights at Camp Roberts, CAeTHIL and flight test setup<2B] are shown

in Figure9. The payload bay of each aircraft was used to house two PGitédded computers assembled
in a stack, wireless network link, and the Piccolo autodi88] with its dedicated control channel providing
20 Hz update capability. The first PC-104 board (see SBC (RT) imfei§) runs developed path following,
adaptation and coordination algorithms in real-time whilectly communicating with the autopilot (A/P) at
20 Hz over the dedicated serial link. The second PC-104 compsé&s EBC (Win) in Figur®) is equipped
with a mesh network card (Motorola WMC6300 Mesh Card) thaljgles wireless communication to other
identically equipped UAVs as well as to the data processerger on the ground. This second computer per-
forms software bridging of onboard wired and external veisslmesh networks. Thus, direct connection with
the onboard autopilot efficiently eliminates communicatitelays between the high-level control algorithm
and the autopilot. In turn, an integration of the self-comfigg wireless mesh network allows for transparent
inter-vehicle communication making it suitable for cooation in time.
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Figure 9: Avionics architecture including two embeddedcpssors and an A/P.

When each UAV is flying in path following mode, the control amand, specifying the final conditions
(Fin.C.) and initializing the path following algorithm asellvas the control system parameters, are initiated
from the ground control station to each UAV over a wireles&.li Upon receipt of the initialization signal
onboard of each vehicle, the UAV states are captured aslimiinditions (1.C.). Together with predefined
Fin.C., they provide boundary conditions for the path gatien algorithm. From that moment on, the UAV
tracks the feasible path with the activated path followingtooller until it arrives to the vicinity of the terminal
point. Upon arrival, it can be either automatically stoppeednsferring the UAV to the standard A/P control
mode, or new terminal conditions can be automatically $gecallowing for the experiment to be continued.
While in flight, the onboard system continuously logs andgmits UAV telemetry and controller data to the
ground, which is essential for safety of the flight, realdimonitoring and tuning of the control system. Based
on the presented hardware setup, the developed coordipatadollowing algorithm has been extensively
tested both in HIL simulations and actual flight tests dutimgyears 2007 and 2008.

Figure10shows flight test results obtained in February 2007. Theotibgof these flights was to show the
improvement in path following performance that it is ob&drwith the£, adaptive augmentation (Figut€g.
Red trajectories represent the required/commanded flaght gvhile the blue ones show the actual flight path
of the UAV. FigurelOb presents a collective picture of 15 trials obtained durirgj pne flight test. Each trial
was used to tune the control law parameters in order to aeimre accurate path following and coordination.
For these experiments, the speed of the (virtual) cooper&lV was simulated to be constant.

Flight test results obtained in February 2008 are showngdnrieill They include the 2D projection of the
commanded and actual paths, and the path tracking erfdtyandz(t). Although the generated commanded
path was obviously not feasible (fa@b deg limit of bank angle), theC; augmented control system recovers
from a 140 m overshoot in the lateral channel in less ti#ins without oscillations, while keeping the path
following errors belowl5 m for the rest of thed5- seconds-flight. No roll oscillations were observed during
that trial.

Figuresl2a12binclude results of a HIL test performed in 2007 where two UfMBw feasible trajectories
while using their velocities to coordinate simultaneousval at their respective terminal conditions over a
fixed communication topology (the UAVs were exchanging linfation all the time). Figur&2ashows the 2D
projection of the desired path and the actual path of each. A€ normalized coordination states for each
UAV are presented in FigurE2b. Both airplanes arrive at the final position at nearly theeséme.
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Figure 10: FT'07. Path following performance comparisothveind withoutZ; adaptive augmentation.
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Figure 11: FT'08. Path following performance wifh adaptive augmentation.

Finally, Figurel3illustrates feasibility of the CPF concept for the case oé¢hUAVs using a new more
versatile Simulink-based HIL setup (see R&6]). In particular it illustrates (i) the real-time generti of
three spatially deconflicted trajectories; (ii) path opgation with an emphasis on the simultaneous arrival and
sufficient margin of the arrival time; and (iii) path follomg and coordination along the assigned trajectories.
The number of parameters used to obtain a trajectory for plagter included the dimensionless path length,
the constant speed profile, and three derivatives of theghatitial (yaw rate) and final (pitch rate and yaw rate)
conditions. The hypothetical mission considers exchangirinitial and final conditions by three dynamically
different airplanes — they have different masses and emgotels. Initially the UAVs are at the colliding course
at 500 m from the origin with the bearing separation B0 deg. The communication architecture assumes
instantaneous exchange of relative position of each UAW \it# neighbor every® seconds in cyclic order,
which implies that the graph that captures the underlyingroanication network topology is not connected at
any time (see Figur&3h).

Analysis of the obtained results confirms spatial separatifothe trajectories. As one can easily see, in
order to maintain the minimum separation distanc&00fm assigned to the path optimizer, the path generation
algorithm produces two diving paths and one climbing path.gBality of this result is more explicit in Fig-
ure13a The total path lengths for every path are different, wHile torresponding (constant) speed profiles
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Figure 12: HIL'07. Simultaneous arrival of two UAVs at tharsaterminal conditions (separated by altitude).

satisfy the limitations on minimum and maximum spe&s {- and30 7, respectively). Although dynamically
different, the UAVs track the assigned trajectories and/aro the final conditions with a time separation of
0.95 s, which is less than the time separation predicted by theroptition algorithml .4 s.

The results presented above demonstrate feasibility afrtheard integration of the path following, adapta-
tion and coordination algorithms. During the flight expegints, the required control commands (including the
adaptive contribution) never exceeded the limits definedhie UAV in traditional waypoint navigation mode.
At the same time, the achieved functionality of the UAV faling 3D curves in inertial space has never been
available for the airplanes equipped with traditional At £, adaptive augmentation explicitly outperforms
the conventional waypoint navigation method. These resrlbvide also a roadmap for further development
and onboard implementation of intelligent multi-UAV cooration.

9.0 CONCLUSION

This paper presented a solution to the problem of coordinpéth following control of multiple UAVs in the
presence of time-varying communication topologies withdbjective of meeting desired spatial and/or tempo-
ral constraints. As a motivating example, a scenario wasidered where a fleet of UAVs must follow spatially
deconflicted paths and arrive at their final destinationdettical times. The theoretical framework adopted led
to a novel methodology for coordinated motion control thandps together algorithms for path following and
vehicle coordination with an inner-outer (that is, kineimaersus dynamic) structure wiity, adaptation. This

is in striking contrast with other algorithms proposed ie therature that yield control laws which are hard
to tune and do not exploit the fact that many autonomous ilehere naturally equipped with local, highly
performing dynamic control loops (autopilots).

Central to the development of the control laws derived wascttmbination of nonlinear path following
algorithms, derived at the kinematic level, with An adaptive output feedback control law that effectively
augments an existing autopilot and yields an inner-outep lwontrol structure with guaranteed performance.
The same principle was used at the coordination level, wimedléple vehicle coordination laws that generate
desired speed profiles for the vehicles in response to datemaged over a dynamically changing communi-
cation are complemented with inner speed control loopsatetesigned by resorting 1 adaptive control
techniques. From a theoretical standpoint, the papereaffaicomplete analysis of the stability properties of the
Combined Path Following and Time-Critical Coordinatiorttwf; Adaptive Augmentation under time-varying
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communication constraints. In particular, tools were tlgyed to address explicitly the case where the com-
munication graph that captures the underlying commuminatietwork topology may be disconnected during
some interval of time or may even fail to be connected at astaint of time. Flight tests and hardware-in-the-

loop simulations have shown clearly what steps are requaedansition from theory to practice. The results

obtained show that the methodology proposed holds cordilepromise for coordinated motion control of

multiple UAVs.
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APPENDI X
Proof of Lemma 3. We start by showing that the origin of the homogeneous egpuati

¢(t) = F(t)¢(1)

is exponentially stable. To this aim, consider the Lyapufunction candidaté’.(¢(t)) = (T (t)P.((t), whereP, is
defined to have the same structure as38).(Then, we have

Ve(t) = CT(0)(PF(t) + FT (1) P)S()

which yields
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Further, let; be a positive constant satisfying the condition

B
mﬂ (76)

] =

with somes > 1. Then, if we now sef = ¢ in the definition ofP. in (33), it can be shown that for any fixedthere exist
arbitrarily large constant parameter$ verifying conditions 85)-(36) with § = ¢; andk. > 2, such that for alt > 0

and the following inequality holds

t+T
Vot +T) — Vo(t) < / ¢T(r) (P.F(r)+ FT(1)P. + 2)\P.)¢(r)dr
' t+T t+T t+T 5
< = [ 2a (7)L(T)Gi(r)dr + 2ad: |1 (7)||Pdr — < ||Go(7) || Pdr
/ / /2Akcn3
t+T t+T t+T 5
= - / 2| M ()i (7)|dr + / 208 |G (7)|dr — / s 1e@)Pdr @7)
t t t

where M (t) is such thatL(t) = M (t)M(t). These results can be easily proven using some of the derigain
Lemma2. Next we analyze each term in the right hand-side of equfi@n The PE condition in42) implies that

t+T
%/HNI(T).TH2CZT > nl=?, Vt>0; VoeR"™!,
t

and therefore, from this result, and using the dynamicsettordination systen2{) along with the relations

V

@I = %Hcl(t)HQ_HCl(T)_Cl(t)HQ
I2(m)]1* %I\Cz(t)ll2 = l1G(r) = G017,

Y
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z?

ORGANIZATION

it can be shown that the following inequalities hold

t+T 1 t+T t+T
[ W@amlfer = 5 [ rmao)a - [5G - aw)f
t 1 t tiT t+T
> SATIG@ — M7 / |G |Fdr — M2T / Il dr (78)
t+T t+T t+T
IGi(r)["dr < IG@IPdr + 2 [ G t))|*dr
J YT
t+T t+T
< T |a@l® + 2a2M2T2/||M Y (T || dr + 2T2/||<2 P dr (79)
t+T t+T t+T
1Ga(r)*dr > 1G@®)Pdr — [ [1Ga(r t)|*dr
J i |
T b2 M2T? o _ 2
> Tlewl® - / |16 () e (80)
t

whereM > M t). To prove these inequalities, we first note that

T

Glr) =G = /él(a)do = /(—ai(a)Cﬂo)—&—QC@(a)) do

t

and thus one finds

4T +T|| T 2
/ ICL(r) — GO Pdr = / / (~aL(0)C(0) + QTG (o)) do|| dr
tt+Tt -
< 2 / / aL(0)Cy / QCG (o

<

Using now the Schwartz’s inequality for integrals, we cartevr

t+T t+T

/ Ici(r) — G ()|2dr 2/ (/THaL(J)Cl(U)HQda/TdU) dr + 2 7T(j 10CG (o

t

IN

dr

T /T T /o
2/ (/HaL(U)Cl(U)Hd0> dr + 2/ (/IIQO@(U

)||da) dr.

)| do*/do*) dr,
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and recalling thafQC|| = 1, it follows that

t+T t+T T t+T T

/Hgl(T)—gl(t)H?dT < 22 M2 / /HM ) (o H do (t —t)dr + 2 / /||g2( )Pdo (7 — t)dr
t
t+T T t+T T
= 2a2M2//HM )i (o H T —t)dodr + 2//||<2 WP (7 —t) dodr
t+T t+T t+T t+T

= 2a2M2/ /HN[J (o) ||2 (r —t)drdo + 2/ /||C2(J)||2(T—t)d7d0

t+T t+T t+T t+T

= 2a2JWQ/||M )i (o || / (r —t)drdo + 2/||C2 |17 / (r —t)drdo
T o T t)*
= 2a%M?> / ||MO' 1(0)”2%510 + 2/”(2(0’)”2%(10—
t t
t+T t+T

IN

a?M>T? / 13 (0)¢1 (0)||*do + T2 / 1Ca() || Pdor .
t t
Similarly, we can prove that

b2M?>T? i 2
/ e -altar < S5 [ ire)ae)| .

Inequalities 79) and @0) follow immediately from these two results. Inequalig] can also be easily derived from these
two results noting that

t+T t+T
/||M(T)(<1(t)—Q(T))szT < J\/[2/H<1(t)_<1(7—)”2d7—'
t t
Next, substituting18), (79) and @0) into (77) yields
t+T t+T
Vot +T)=Velt) < —aa[GEOIF = a2 GO - / 1M (7 (7)|Pdr — e / ¢ () [1*dr

t

. t+T t+T t+T
+3 ( / 2|3 (r)G (7)|[dr + / 2085 |G (7)|*dr — / o 16 )||2dT> ,

t t t
wheres > 1 was introduced in{6) and

o = bt 1a e
1 ﬁ c
1 4
= 4 Ak.n3
2a g+1 1 6
= = — (2a3M* + 45— =653 M? + ——_p>M? ) T?
€1 3 < T T e
1 4 B+1
= ——< _ _ (2aM? + 4E——¢,
“2 3 9Nkon? ( ald™ + 43 )
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It is easy to check that the condition) leads toa; > 0. For sufficiently small timel’, it follows thate, €2 > 0, and
then one can write

Vb +T)-Velt) < —a[GOIF - aslle®® — 5 (Valt +T) = Va(t))

=

where we have used the inequali@r).
Consequently, for any> 0, we have

< B
- p+1
and therefore there exists satisfyingd < a < 1, such that

Ve@+T)—Ve(t) < —aVo(t).

Velt +1T) = Va(t) (e @I + azlic®)?) |

We thus conclude that
Vet+T) < (I-a)Ve(t) < aVe(t) (81)
where the constant satisfied) < « < 1. Applying now 81) successively we obtain for= (k — 1)T
Vo(t) < Vo(kT) < a*V,(0), Vt>kT, k=0,1,...

Thus,V.(t) and consequently(¢) converge exponentially fast to zero#as» oo. From this and the fact that the forced
system 81) is linear andL(t) is bounded, it follows that the ISS bourBj holds (see Ref.Z6]). Then, as we showed in
Lemmaz2, inequalities 29) and @0) also hold. O

Proof of Lemma 6. First we recall from Lemma that, if z; (t) € Q for all ¢ € [0, 7], then one finds that

lzr,(t)] < d 0, (1) < n
lyr ()] < d Ve, )] < 12 (82)
lzr, ()] < d,
and also that
|0c,(t) — do,(t)] < /cez, e, () — 0y, (1) < ez, (83)

which holds for any € [0, 7].
In preparation for the development that follows, next weddtice the following notation: let

. -
Umax COS V1 COS Vg — Ug, flfl”‘ — Kid — k1 Boly,,..
€0 = = B (84)
cosvicosvy + koly,

wherek; = (2a(n — 1) + 1)k; andky = (2a(n — 1) + 1)ks, and, was introduced in conditiors), which ensures that
€0 > 0. Further, let be defined as

0 <€ < e, (85)
and define
Vepmax =  Umax — €.
Itis easy to check from the definition ef in (84) and the choice of in (85) thatv._, > 0. In fact,
Umax — € >  Umax — €0

Lf,..
Umax €08 V1 COS Vg — va, “22= — Kyd — fol,.,

=  Umax — L.
cosvycosvy + kaly, . .
Umax COS /1 COS Iy
> Umax — =
kQmex -+ COS /1 COS Vo
> Umax — Umax — 0.
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Further, let

(ksBo + kaeo + Kidp,,,) + (/?5150 + kaeo + %) (éemx sin vy + te,,,, sin V2>

2 2 + € (86)
COS” V1 COS” Vo

Vo

whereks = 2(n — 1)(aky + bky), ks = 2(n — 1)(aks + bka), k1 = (2a(n — 1) + 1)k1, ko = (2a(n — 1) + 1)kg + ——,

finin

¢1 is an arbitrarily small positive constant, aingd___, 6., andy,, . are defined as
Tr... = (Kid+ vmax) (14 Kmaxd) + Umax
Oone = (K1d+ Vinax) Gmax + (Yoo +70) + (7. +70)
Vepar = (K1d + Vinax) (Gmax tan v + fmax) + Duc %)co:m(wc +1e) ’
with
Yoo = Vre = UGppue + U ae T (K1d + Umax) Cmax SiD V2 + (K1d + Umax (Cmax tan V1 + Kmax)) »  (87)
and
U = Kovfceo + Z—fdvmax + ! : ((K1d 4 vmax) Cmaxd + Umaxsin vy )
a1+ (7
Uy = Kzr/fcCo + Z—fdvmax + ! ((K1d 4 vmax) (Cmax + Fmax) d + Umaxsin vy )

doy/1 + (d%d)z

while 79 andy,, are some arbitrarily small positive constants.
Letts; € [0, 7] be the first time at which the communication topology swigchéext we show by contradiction that

|(UC«;)2§51 Loo < Vemax (88)
|(1.)Ci)t51 Loo < Y. - (89)

Sincev,, (0) < ve,... and|o., (0)] < v, by assumption, and both, (t) andv., (¢) are continuous and differentiable for
all't € [0,t,], if (88) or (89) are not true, then there exist a tintfec [0, ¢ ;]| such that either

vci (t*) = vcmax (90)

or
[0, (E)] = i (91)
while
vci (t) < vcmax
e, ] < Yo

forall¢ € [0,t*).
If the initial condition in speed satisfies the bound®0) Lemma4 ensures that

Il (ve; — Ui)t*”[,m < Yy s (92)

where~,, can be rendered arbitrarily small by increasing the admptagainI'. and the bandwidths of the low-pass
filter w, and the reference modet,. In particular, we choose the adaptation g&in w, andm, so thaty, =
max{v,,,--.,%, } verifies the following condition

Yo < €. (93)
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Then it follows that

[l (vi)e= £ = [ (ve; )es Lo T Y0 S Vepae T Vi S Ve TP = Umax — (€ =) < Umax,
and all conditions of Lemm& hold, which implies that
”inHLQC < Yo s ||qCLHLQC < Y (94)
||TC7’, Loo S Vres ”TQ Loo S Vies

wherey,_ and~, were defined in§7), while~,, andy;_ are some positive constants. From this result and the bamds
the initial conditions in §0) it follows that

1(ge: = i), 6; (95)
||(rci - Ti)t* Vi - (96)
In particular, we choose the adaptation giinwg, mg, w,, andm,. so that

Lo S
<

Loo

Yo, < o
Yoo < Yo 1=1,....n.
Next, we analyze separately the two cagf¥ énd Q1).
1. So assume first tha®Q) occurs. It follows from Lemma2 and3, and the bound in92) that

|-, < 2kl + 26, (97)
H(l’;—“ﬂ) < aln—1) @k IO + 2bsT) + (G CO) + haTe) +
lf1 e llo, U fonin
= (2a(n— Dk + k1) [CO)] + (2a(n—1)k2+k2+lfi> Yoo (98)
El . min
k2

This implies that

Ud, -
(ool < aln=1) @k GO + 263) + 7% + (1 ICOI + ki)
= Qaln = Dk +R)ICO + (2000 = Do 1 ka) 30 + 72,
ki = 1

which yields

(R IO + Rao + 72 ) 17, + Kad

COS /1 COS o

[(wedello, <
From condition §9), the design constraint if8g), and the definition of, in (84), it follows that

@150 + ko + %) ly, + Kid
COS 11 COS Vs

(]:ﬁﬁo + kaeo + %) oo + K1d

COS /1 COS Vg

(e )e=llz, <

=  Umax — €0

< Umax — € = Ucmax I

which contradicts the assumption 0.
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2. Next we derive a contradicting argument@d), The derivative ob.(t) is given by

(Tcoord; L, — K1& ) cos O, cos e, + (Ucoora; L, — Kixp,) (HP sin ., cos e, + m; cos 0., sin wp>

cos? 0, cos? e,

-

i

where

R _Za(z';_z';) - Yoe 1)

j€J; JEJ;

It follows from the dynamics ing) and the bounds ir8Q) that

(& p; )1 i

Loo S (Kld + Umax) (1 + "Qmaxd) + VUmax = xF

|G|, = B+ Vi) G + (e +70) + (e +70) < e
; +79,) + (. + Y -
’ (1/)97)“ r < (Kld =+ VmaX) (Cmax tanvy + "QmaX) + (fch = )COS V1(’Y — ) S Yema -

Further, from the bound ir9g), we find

e = 165G,
(R )

2 ICO) + 2Eao

IN

IN

Loo

IN

From this result and the bound if19) it follows that

k [1€(0)]| 2k27w) + b(n — 1) (21 [[€(0) ] 2k20) o
aky +bk1) [CO)| + 2(n —1) (aks + bk2) 7 ,

];3 E4

£ = a(n —1) (2
= 2(n-1)

|| (ucoordi )t*

which leads to the following bound

(ks ICCO) | + Ravo + Kriim,) + (R ICO) |+ Roty + 725 ) (B sinvn + e, sinr)

cos? vy cos? vy

[1(0c; )2

)

r. S
and from the definition of;,_ in (86) it follows that

[1(0c; )2

which contradicts the assumption @dj.

Lo S Yoo — €1 < Yoo

Since @0) and @1) are not true, the relationships i88) and @9) hold for allt € [0,¢].

Next we show that the same bounds hold also fot all[t];, 7]. To this aim, we prove that, under the assumptions of
the Lemma, the bounds on the initial conditions at 0 that helped us prove the boundsw@n(t) andq,, (t) for the time
intervalt € [0,¢;;] hold also at the switching time= t,; and by extension to all switching timeés= ¢,.

From the bounds in6Q) it follows that

|vCi (tjl) - ’Ui(tSl)‘ < T
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Further, by continuity of;(¢), we have the the bounds i84), (95), and ©6) hold also fort = t1,. Therefore, we can
write

(Ru ICO) e + ko + 72 ) 1y, + Knd
ve, (£ :
COS /1] COS Vg
and
(12;3 IC(0) ]| et + Fa + Klj:Fm) + (121 1C(0) ]| et + Eo, + T) (éem sinvy + e, sin ug)
|®C(tsl)| <

b
cos? vy cos? vy

which implies that

vci (tjl) < vcmax
e, (ts1)] < Yo, -
These two bounds together with the bound in the initial comdin (60) ensure that the bounds i88) and 89) hold also

for the time intervat € [ts1,t52]. By repeating the same procedure again and again, we cardakesresult to the whole
intervalt € [0, 7]. This concludes the proof. O
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(c) Coordinated path tracking (2D projection).
Figure 13: HIL'08. Coordinated path following of 3 UAVS.
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